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The Morality of Euthanasia

Whatever the specific objections to relaxation of
prohibitions on physician-assisted suicide and active
vyoluntary euthanasia may be, opponents have fos-
tered fear of a “slippery slope” as one of the lurking
dangers of such a course. This means a fear that vol-
untary euthanasia shall soon pass to involuntary eu-
thanasia; that competent patients requesting death
shall soon pass to incompetent persons who have no
idea what they are requesting (or for whom euthana-
sia is requested by someone else); that letting physi-
cians prescribe pills for competent patients who vol-
untarily request assistance in dying shall soon pass
to physicians killing off patients in all kinds of situa-
tion, for all sorts of nefarious reasons; that assisted
death and euthanasia as socially approved options
shall soon pass to circumstances in which patients
feel pressured for various reasons to choose one of
these options, even when they would otherwise want
to prolong their lives.

Opponents of change almost always urge slip-
pery-slope objections not only against social changes
but against even thinking about changes, and this
has long been the case with active voluntary eutha-
nasia. In fact, good evidence is needed to believe
such claims. However, for many opponents of ac-
tive voluntary euthanasia, slippery-slope concerns
are at bottom not the main argument. In circum-
stances where it was clear that slippery-slope effects
were exceedingly unlikely to arise, few opponents
to active voluntary euthanasia would remove their
objections.

Most religions continue to insist that life is a gift
from God that can only be justly taken by God. To
many adherents it follows that quality of life con-
cerns are not centrally germane to the whole issue
of the prolongation of life. Advocates believe the fact
that physician-assisted suicide and active voluntary
euthanasia give voice to the value of autonomy, to
the demands of patients to have a say in their own
treatment, and to the wish of many to be able to de-
cide not only how they will live but also how they
will die, is unlikely to carry the day as a moral argu-
ment.

See also: Religions, Population Doctrines of; Reproduc-
tive Technologies: Ethical Issues.
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EVENT-HISTORY ANALYSIS

Event-history analysis is a set of statistical methods
designed to analyze categorical or discrete data on
processes or events that are time-dependent (i.e., for
which the timing of occurrence is as meaningful as
whether they occurred or not). One example of such
time-dependent processes is mortality: variation
across individuals is not captured by the lifetime
probability of dying (which is one for every individ-
ual), but by differences in the age at which death oc-
curs. Another example is marriage: here, variation
across individuals is captured by both the lifetime
probability of getting married and differences in age
at marriage.

Event-history analysis, sometimes called Surviv-
al analysis, has applications in many fields, including
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sociology, economics, biology, medicine, and engi-
neering. Applications in demography are particular-
ly numerous, given demography’s focus on age and
cohorts. In addition to mortality, demographic
events that can be investigated with event-history
analysis include marriage, divorce, birth, migration,
and household formation.

Comparison to Life Table Analysis

Event-history analysis has its roots in classical life
table analysis. In fact, life table analysis is one of the
methods covered by event-history analysis, and
many of the concepts of event-history analysis, such
as survival curves and hazard rates, have equivalents
in a conventional life table. One difference from
life table analysis is that event-history analysis is
based on data at the individual level and aims at de-
scribing processes operating at that level. Also,
whereas conventional life table analysis is determin-
istic, event-history analysis is probabilistic. Hence,
many event-history analysis outcomes will have con-
fidence intervals attached to them. Another feature
of event-history analysis relative to conventional life
table analysis is the use of covariates. Event-history
analysis makes it possible to identify factors associat-
ed with timing of events. These factors can be fixed
through time (such as ethnicity or parents’ educa-
tion), or vary with time (such as income and marital
status).

Whereas conventional life table analysis can be
applied to both longitudinal and cross-sectional
data, event-history analysis requires longitudi-
nal data. Longitudinal data can be collected either
in a prospective fashion by following individuals
through time, or retrospectively by asking individu-
als about past events.

Censored Data and Time-Varying
Covariates

Because of its longitudinal nature, event history data
have some features which make traditional statistical
techniques inadequate. One such feature is censor-
ing, which means that information on events and ex-
posure to the risk of experiencing them is incom-
plete. Right censoring, the most common type of
censoring in event-history analysis, occurs when re-
cording of events is discontinued before the process
is completed. For example, in longitudinal data col-
lection, individuals previously included in a sample
may stop contributing information, either because
the study is discontinued before they experience the

event of interest, or because they discontinue their
participation in the study before they experience the
event. Another, less common, type of censoring is
left censoring, which occurs when recording is initiat-
ed after the process has started. In the remainder of
this article, censoring will refer to right censoring.

It is important to include censored individuals
in event-history analysis, because the fact that they
did not experience the event of interest in spite of
their exposure is in itself meaningful. Censoring can
be handled adequately as long as it is independent—
that is, as long as the risk of being censored is not
related to the risk of experiencing the event, or,
equivalently, provided that individuals censored at
any given time are representative of all other individ-
uals. If the two risks are related, however, the esti-
mates obtained can be seriously biased.

Another particular feature of survival data is the
potential presence of time-varying covariates. For
example, an individual’s income may vary over time,
and these variations may have an effect on the risk
of experiencing events. If this is the case, it is impor-
tant to include information on these variations in
the analysis.

Unlike traditional statistical techniques such as
ordinary least squares (OLS), event-history analysis
can handle both censoring and time-varying covari-
ates, using the method of maximum likelihood esti-
mation. With the maximum likelihood approach,
the estimated regression coefficients are the ones
that maximize the likelihood of the observations
being what they are. That is, the set of estimated co-
efficients are more likely than any other coefficient
values to have given rise to the observed set of events
and censored cases.

Hazard Rates

An important concept in event-history analysis is the
hazard rate, h(t). The hazard rate is the risk or haz-
ard that an event will occur during a small time in-
terval, (1, t+dt). It corresponds to the rate of occur-
rence of an event (number of occurrences/amount
of exposure to the risk of occurrence) during an in-
finitesimal time or age interval. If the event under
study is death, then the hazard rate is called the force
of mortality, l(x), where x is age. Event-history anal-
ysis can be used to explore how hazard rates vary
with time, or how certain covariates affect the level
of the hazard rate.
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Types of Analysis

Methods of event-history analysis fall into three cat-
egories:

1. Nonparametric, in which no assumption is
made about the shape of the hazard
function;

2. Parametric, requiring an assumption about
how the hazard rate varies with time; and

3. Semiparametric, requiring an assumption
about how the hazard rate varies across
individuals but no assumption about its
overall shape.

Nonparametric Models

The life table approach to analyzing event history
data is a nonparametric method. It is very similar to
traditional life table construction in demography, al-
though it is based on cohort rather than period data.
The logic behind the life table approach is to calcu-
late Q(t;), the probability of “failing” (for instance,
dying) in the interval [t;, t;+n], from data on N(t;),
the number of individuals at risk of failing at time
t;, and D(t;), the number of failures between ¢; and
t-+n. The number of individuals at risk needs to be
adjusted for the fact that some individuals, C(t;), will
be censored-—that is, removed from the risk of expe-
riencing the event during the interval. Hence Q(t;)
can be expressed as:

D(t;)

QW = =05 ¢y

The proportion of persons surviving at time t;, S(t;),
is then obtained as the product of the probabilities
of surviving over all earlier time intervals as shown
below.

Another output of the life table method is the
hazard rate, h(t;), which is simply calculated by di-
viding the number of events experienced during the
interval ¢; by the number of person-years lived dur-
ing the interval. The ntimber of person-years is esti-
mated by assuming that both failures and censored
cases occur uniformly through the interval. Hence
h(t;) is given by:

EVENT-HISTORY ANALYSIS 327

D(t)
n-(N(t) - 0.5 - D(t;) - 0.5 - C(t,))

h(t) =

The above equations can produce biased results
when time intervals are large relative to the rate at
which events occur. If failures and censored cases are
recorded with exact time, it is possible to correct for
these biases by use of what is known as the Kaplan-
Meier method. Suppose that d; is the number of
deaths at exact time ¢, and that N; is the number of
persons at risk at time . The Kaplan-Meier estima-
tor of the survival curve S(t) is defined as:

Q[l-(d/NJ

where N; is obtained by subtracting all failures and
censored cases that occurred before ¢; from the initial
size of the cohort. Compared to the life table meth-
od, the Kaplan-Meier method produces a more de-
tailed contour of the survival curve. It is more ap-
propriate than the life table approach when the
recording of events is precise. The Kaplan-Meier
method permits calculation of confidence intervals
around the survival curve and the hazard rate. It also
mabkes it possible to calculate survival curves for two
or more groups with different characteristics, and to
test the null hypothesis that survival functions are
identical for these groups.

Parametric and Semiparametric Models

Although nonparametric life table approaches can
perform some tests across groups, they do not per-
mit direct estimation of the effect of specific vari-
ables on the timing of events or on the hazard rate.
In order to estimate such effects, one needs to use
regression models that fall into the category of fully
parametric or semiparametric methods.

Accelerated failure-time models. The most
common fully parametric models are called acceler-
ated failure-time models. They postulate that covari-
ates have multiplicative effects both on the hazard
rate and on timing of events. They commonly take
T., the time at which the event occurs, as a depen-
dent variable. A general representation of accelerat-
ed failure-time models is:

logT; = By + Byxyy +...+ Bxy + o8,
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where T; is the time at which the event of interest oc-
curs for individual i, and x;, . . . , x; is a set of k ex-
planatory variables with coefficients B, €; is an error
term, and © is a scale parameter. (Taking the loga-
rithm of T; ensures that the timing of events will be
positive whatever the values of the covariates for a
specific individual.)

This model can be adapted to various situations
by choosing a specific distribution for the error term
. Common distributions chosen include normal
(when the distribution of T} is log-normal), extreme
value (when the distribution of T; is Weibull), logis-
tic (when the distribution of T; is log-logistic), and
log-gamma (when the distribution of T;is gamma).
Accelerated failure-time models are fully parametric
precisely because they require the choice of a model
distribution of failure times. Although the above
equation resembles that of an OLS regression, the es-
timation must be performed using the maximum
likelihood procedure in order to accommodate the
presence of censored cases. Regression coefficients in
accelerated failure time models can be interpreted by
calculating 100(eB—1), which is an estimate of the
percentage change in the time at which the event oc-
curs for a one-unit increase in a particular indepen-
dent variable.

Proportional hazard models. Another type of
regression model in event-history analysis is the pro-
portional hazard model. Such models postulate that
the set of covariates acts in a multiplicative way on
the hazard rate. A general formulation of propor-
tional hazard models is:

log hi(t) = log hy(t) + Bixy +...+ Bixix

where (1) is the baseline hazard that is increased
or decreased by the effects of the covariates.

This model is called proportional hazard be-
cause for any two individuals the ratio of the risk of
the hazard is constant over time. If the form for hy(t)
is specified, the result is a fully parametric model.
The most common specifications for hy(t) are the
exponential, Weibull, and Gompertz models. Like
accelerated failure time models, fully-parametric
proportional hazard models are estimated using the
maximum likelihood procedure.

Proportional hazard models can also be estimat-
ed without specifying the shape of hy(t). In an influ-

ential paper, D.R. Cox (1972) showed that if one as-
sumes that the ratio of the hazards for any two
individuals is constant over time, one can estimate
the effect of covariates on hazard rates with no as-
sumption regarding the shape of h(t), using a “par-
tial likelihood” approach. These models, commonly
called Cox regression models, are semiparametric
because of the absence of any assumption regarding
the time structure of the baseline hazard rate. In
order to interpret the coefficients (§3;) of such regres-
sions, one can calculate the percent change in the
hazard rate for a one-unit increase in the variable,
using again the transformation 100(eP—1). Cox re-
gression models, which also can be easily adapted to
accommodate time-varying covariates, are probably
the most popular of available event history models.

Generalizations

In some cases it is important to distinguish among
different kinds of events. For example, in demogra-
phy it is sometimes necessary to focus on deaths
from particular causes rather than on deaths from all
causes. In such situations, individuals are being ex-
posed to “competing risks,” which means that at any
time they face the risk of experiencing two or more
alternative events. All the methods described above
can be adapted to handle multiple events by estimat-
ing separate models for each alternative event, treat-
ing other events as censored cases. As in the case of
censoring, the assumption is that risks of experienc-
ing alternative events are independent of one anoth-
er; violation of this assumption leads to biased esti-
mates.

There are cases where the event of interest oc-
curs in discrete time intervals. This can happen be-
cause of the nature of the event, or because the tim-
ing of events is not exactly recorded. Event-history
analysis includes methods that are specifically de-
signed for dealing with discrete time. The basic prin-
ciple behind these models is to use discrete time
units rather than individuals as the unit of observa-
tion. By breaking down each individual’s survival
history into discrete time units and pooling these
observations, it is possible to estimate a model pre-
dicting the probability that the event occurs during
a time interval, given that it has not occurred before.
Such models are easy to implement and are com-
putationally efficient. Also, since the unit of observa-
tion is a time interval, it is easy to include covariates
taking different values for different time intervals.
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All the models presented here assume that two
individuals with identical values of covariates have
identical risks of experiencing the event of interest.
If there are no covariates in the model, the assump-
tion is that risks are identical for all individuals. Such
assumptions can be problematic in survival analysis.
In fact, if some important characteristics are not ac-
counted for, the aggregate risk may appear to de-
crease with time because the proportion of individu-
als with lower risks increases as time passes. Thus,
in the presence of unobserved heterogeneity, it may
be erroneous to use survival analysis to make infer-
ences about individuals’ risks. Although there are so-
lutions to handle this potential bias, options for
dealing with unobserved heterogeneity are limited
and are highly sensitive to the underlying assump-
tions of the models.

Another implicit assumption in all the models
discussed above is that events can be experienced
only once, which implies that individuals are re-
moved from the population “at risk” after they ex-
perience the event. There are many situations, how-
ever, in which events are repeatable. For example, a
person who had a child or changed jobs can experi-
ence those events again. Under these circumstances,
itis still possible to use single-event methods by ana-
lyzing each successive event separately, or by using
a discrete-time analysis where the unit of observa-
tion is a time interval and where all time intervals,
assumed to be independent for a single individual,
are pooled together. However, these strategies are
unsatistactory for many reasons, and specific meth-
ods exist to deal with repeatable events. As in the
case of unobserved heterogeneity, options for deal-
ing with repeatable events are still limited.

See also: Cohort Analysis; Estimation Methods, Demo-
graphic; Life Tables; Multistate Demography; Stochastic
Population Theory.
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EVOLUTIONARY DEMOGRAPHY

The fields of human demography and population bi-
ology share intellectual roots and a common set of
methodological tools for describing and analyzing
population processes. The two disciplines, however,
have developed independently with very little cross-
fertilization. They developed independently proba-
bly because human populations experienced very
rapid changes in patterns of mortality and fertility
from the mid-nineteenth century to the early twen-
ty-first century, suggesting to demographers that ex-
planations of human population processes must be
inherently social rather than biological.

Evolutionary demography analyzes population
processes as reflecting the optimizing force of natu-
ral selection, the process by which alternative geno-



